
RESEARCH METHODS AND REPORTINGRESEARCH METHODS AND REPORTING

For numbered affiliations see 
end of the article
Correspondence to:   
K G M Moons  
k.g.m.moons@umcutrecht.nl  
(or @carlmoons on X; 
ORCID 0000-0003-2118-004X)
Additional material is published 
online only. To view please visit 
the journal online.
Cite this as: BMJ 2025;388:e082505 
http://dx.doi.org/10.1136/ 
bmj-2024-082505

Accepted: 16 January 2025

PROBAST+AI: an updated quality, risk of bias, and applicability 
assessment tool for prediction models using regression or 
artificial intelligence methods
Karel G M Moons,1 Johanna A A Damen,1,2 Tabea Kaul,1 Lotty Hooft,1,2  
Constanza Andaur Navarro,1 Paula Dhiman,3 Andrew L Beam,4 Ben Van Calster,5,6  
Leo Anthony Celi,7,8 Spiros Denaxas,9,10 Alastair K Denniston,11 Marzyeh Ghassemi,12  
Georg Heinze,13 André Pascal Kengne,14 Lena Maier-Hein,15,16 Xiaoxuan Liu,11,17,18,19  
Patricia Logullo,3 Melissa D McCradden,20 Nan Liu,21 Lauren Oakden-Rayner,22  
Karandeep Singh,23 Daniel S Ting,21,24 Laure Wynants,5,25 Bada Yang,1,2 Johannes B Reitsma,1 
Richard D Riley,18,19 Gary S Collins,3 Maarten van Smeden1

The Prediction model Risk Of Bias 
ASsessment Tool (PROBAST) is used to 
assess the quality, risk of bias, and 
applicability of prediction models or 
algorithms and of prediction model/
algorithm studies. Since PROBAST’s 
introduction in 2019, much progress 
has been made in the methodology for 
prediction modelling and in the use of 
artificial intelligence, including 
machine learning, techniques. An 
update to PROBAST-2019 is thus 
needed. This article describes the 
development of PROBAST+AI. 
PROBAST+AI consists of two distinctive 
parts: model development and model 
evaluation. For model development, 
PROBAST+AI users assess quality and 

applicability using 16 targeted 
signalling questions. For model 
evaluation, PROBAST+AI users assess 
the risk of bias and applicability using 
18 targeted signalling questions. Both 
parts contain four domains: 
participants and data sources, 
predictors, outcome, and analysis. 
Applicability of the prediction model is 
rated for the participants and data 
sources, predictors, and outcome 
domains. PROBAST+AI may replace the 
original PROBAST tool and allows all 
key stakeholders (eg, model 
developers, AI companies, researchers, 
editors, reviewers, healthcare 
professionals, guideline developers, 
and policy organisations) to examine 
the quality, risk of bias, and 
applicability of any type of prediction 
model in the healthcare sector, 
irrespective of whether regression 
modelling or AI techniques are used.

In healthcare, prediction models or algorithms 
(hereafter referred to as prediction models) estimate 
the probability of a health outcome for individuals. 
In the diagnostic setting—including screening and 
monitoring—the model typically aims to predict or 
classify the presence of a particular outcome, such as a 
disease or disorder. In the prognostic setting the model 
aims to predict a future outcome—typically health 
related—in patients with a diagnosis of a particular 
disease or disorder, or in the general population. The 
primary use of a prediction model in healthcare is to 
support individual healthcare counselling and shared 
decision making on, for example, subsequent medical 

SUMMARY POINTS
PROBAST (Prediction model Risk Of Bias ASsessment Tool), launched in 2019, 
assesses the risk of bias and applicability of prediction models and prediction 
model studies
In response to feedback from multiple users, advances in prediction modelling 
and artificial intelligence (AI)/machine learning methods, and numerous recent 
reviews indicating poor quality of AI/machine learning based prediction model 
studies, an update of PROBAST-2019 was necessary
The update was also needed to better address all novel and necessary 
methodological considerations for a broader set of modelling approaches than 
only prevailing statistical techniques
PROBAST+AI extends and replaces PROBAST-2019
The updated tool allows all key stakeholders (eg, prediction model developers, 
readers, editors, healthcare professionals, and health policy organisations) 
to examine the quality, risk of bias, and applicability of any type of prediction 
model study in the healthcare sector, regardless of data analytical (prevailing 
statistical or AI/machine learning) techniques used
The original PROBAST Explanation and Elaboration document still provides a 
comprehensive background for PROBAST+AI
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testing, referral to another healthcare professional 
or facility, treatment, discharge from hospital, or 
lifestyle changes. For example, the tool QR4 predicts 
the probability of developing a cardiovascular 
event within the next 10 years and informs whether 
individuals should undergo changes to their lifestyle or 
be prescribed drugs.1 Prediction models are developed 
for, and used, in all healthcare settings and for all 
medical conditions to predict all types of outcomes. 
Thousands of models are published annually in 
the healthcare domain to predict the same health 
condition or the same types of outcomes, often for the 
same target population.2-5 For example, within the first 
15 months of the covid-19 pandemic, 381 prognostic 
prediction models for the disease were published.5

For decades, traditional statistical modelling 
approaches, in particular regression modelling, have 
been the prevailing approaches when developing 
prediction models. In more recent years, however, 
interest has increased in other analytical approaches, 
such as artificial intelligence (AI), including machine 
learning, techniques. Popular examples of such 
AI/machine learning methods are support vector 
machines, tree based learning (eg, random forests), 
and neural networks (including deep learning).6 As 
software and high computational power, such as 
through cloud computing, has become increasingly 
accessible, the development of prediction models in the 
healthcare domain using AI/machine learning methods 
has become even more overwhelming. The ease with 
which prediction models can now be developed 
has contributed to their vast numbers mentioned in 
the biomedical literature. Also, many changes have 
occurred in the infrastructure for healthcare data, such 
as the increasing use of electronic health records and 
advances in natural language processing to make use 
of unstructured data from these records. This all has 
resulted in large amounts of data further facilitating 
the development and training or evaluation of 
prediction models, with both prevailing statistical and 
AI/machine learning techniques.

Despite the abundance of prediction models in 
the healthcare literature and guidelines, numerous 
reviews in the past two decades have shown that 
most of the published models, including those based 
on AI/machine learning methods, are of poor quality, 
reported predictive performances are at high risk 
of bias,2-5  7  8 and fairness related issues affect the 
predictive performance of models related to certain 
groups.9  10 Prediction model studies including AI/
machine learning based prediction model studies, 
also systematically are beset by overinterpretation 
(otherwise known as spin) of the applicability, 
validity, and usefulness of the resulting models.11  12 
Furthermore, poor science practices and inefficient 
translation of poorly performing models lead to research 
waste.13 All these issues are compounded by lack of 
scrutiny and oversight because the use of prediction 
models is largely unregulated and non-standardised. 
Accordingly, all these issues cast doubt on the validity 
and accuracy and thus the safety and applicability of 

prediction models in medical guidelines or healthcare 
practice, and they potentially create or further widen 
existing inequities in healthcare.14 15

In response to these developments, the Cochrane 
Prognosis Methods group was established in 2008, 
with a focus on systematic reviews of prognosis, 
including prediction model, studies.16-18 To facilitate 
the appraisal of prediction models , the Prediction 
model Risk Of Bias ASsessment Tool (PROBAST; www.
probast.org) for the appraisal of model development 
and evaluation (validation) studies in the healthcare 
domain, was published in 2019.19  20 Risk of bias 
refers to the potential for a systematic error (bias) in 
the estimators of the model’s predictive performance 
for the target population or populations of interest. 
Bias can act in either direction, with potential for 
overestimation or underestimation of the true model 
performance. Applicability refers to whether a 
prediction model or its study is relevant to the assessor’s 
review question or to the assessor’s intended use of 
the prediction model, including the target population 
and setting. Several tools are available for assessing 
methodological quality and applicability of diagnostic 
and prognostic tests and models. These were recently 
summarised and accompanied by a decision tree to 
determine which quality assessment tool to use for 
which context, purpose, and situation.21

PROBAST assesses the risk of bias and applicability 
using 20 signalling questions across four domains: 
participants, predictors, outcome, and analysis.19  20 
The tool enables a focused and transparent approach 
to assessing risk of bias and applicability of studies that 
develop, update, or evaluate (validate) the performance 
of a prediction model. PROBAST was accompanied 
by a detailed explanation and elaboration document 
providing the rationale behind each domain and 
signalling question, examples of how to use the tool, 
and a discussion of issues causing concerns about 
risk of bias and applicability in prediction model 
studies.19 Additional guidance is available in other 
methodological papers.18 22-25

Advances in AI/machine learning methods and 
extensive feedback from numerous PROBAST users 
plus evaluation of its use among hundreds of users, 
necessitated an update of PROBAST to allow additional 
data and appraisal of prediction models’ quality, and to 
better address the methodological considerations for a 
broader set of modelling approaches given the uptake 
in AI/machine learning based prediction models.26 For 
example, inherently different approaches to handling 
predictors in tree based learning and neural networks, 
or the often wrongly used methods to address the so 
called imbalance between classes in a dataset, were not 
dealt with in the original PROBAST (PROBAST-2019). 
Moreover, in recent years, important methodological 
advances have taken place, including guidance 
on appropriate sample size for developing27-31 
and evaluating32-34 prediction models using either 
regression based or AI/machine learning techniques. 
Finally, the introduction of AI/machine learning 
based prediction models has been accompanied by 
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Box 1: Glossary of terms*

Algorithmic bias
When the predictions or classifications by the algorithm (model) benefit or disadvantage certain groups of individuals, without a justified reason for 
such unequal impacts.
Apparent performance
A type of model performance evaluation. In apparent performance, model (prediction or classification) performance is estimated using the same 
data as used for model development.
Applicability
Whether the study in question is relevant (applicable) to the assessor’s review question or the assessor’s intended use of a model, including target 
population and setting.
Artificial intelligence
Many definitions of AI exist, some of which are extensive and complex (eg, European AI Act40). In the context of prediction in healthcare, the term AI 
is commonly used for statistical learning approaches that do not fall under the family of generalised linear models (eg, logistic regression) or survival 
modelling (eg, Cox regression). For example, analytical models are commonly referred to as AI if they are based on support vector machines, tree 
based learning (eg, random forests), and neural networks (eg, deep learning). In this context, machine learning is often used synonymously. Any 
strict distinction between statistical versus AI/machine learning, however, quickly becomes a false dichotomy.39

Calibration
The agreement between the model’s estimated probabilities and the observed outcome probabilities. Calibration is typically assessed graphically 
using a plot of the observed outcome values on the y axis and the estimated outcome values on the x axis, with a calibration curve for individual data.
Data leakage
When data from the model development phase are somehow inadvertently included during the model evaluation (testing) phase, typically leading 
to overly optimistic performance estimates or inaccurate predictions or classifications of the model. This occurs because the evaluated model has 
learnt from information in the leaked data.
Development or training data
The data used to build or fit (referred to as develop or train) the prediction model.
Discrimination
How well the estimated outcome values from the model differ from those with observed outcome values. Discrimination is typically quantified by the 
C index for time-to-event outcomes and the C statistic (sometimes referred to as the area under the receiver operating characteristic curve) for binary 
outcomes.
Evaluation or test data
The data used to estimate the prediction or classification performance of a prediction model, sometimes referred to as test data or validation 
data. Evaluation data should ideally be different from the data used to train the model, do model selection, or tune hyperparameters, such that 
participants do not overlap between the training and evaluation data (see also data leakage).
External validation
A type of model performance evaluation. In external validation, model performance is estimated using participant data that were not used for 
development (including internal validation) of the model.
Fairness
Property of prediction models that do not disadvantage groups of people based on characteristics such as age, sex or gender, race or ethnicity, or 
socioeconomic status.
Feature
Measurable property that is used as input for a prediction model. In this paper consistently referred to as predictor.
Hyperparameters
Values that control the model development or learning process.
Hyperparameter tuning
Finding the optimal settings of hyperparameters and parameters in the building strategy for the prediction model.
Imprecision
When a model’s performance estimate is based on a small evaluation sample, leading to wide confidence intervals of the performance estimates.
Internal validation or evaluation
A type of model performance evaluation. The process of assessing a prediction model’s performance using some form of splitting, resampling, or 
cross validation technique on the development dataset.
Machine learning
A subspecialty of AI that focuses on developing models that are capable of learning and making predictions or decisions from data, without being 
explicitly programmed. In the context of prediction models in health, machine learning is often used synonymously with AI.

(Continued)
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an important recognition of the concerns about the 
models’ fairness/unfairness, discrimination,6 10-12 35 36 
and reproducibility.37 An update of PROBAST-2019 
was therefore considered necessary to reflect these 
latest developments and to capture the potential 
consequences for the quality, risks of bias, and 
applicability assessment of prediction models in the 
healthcare domain, regardless of the data analytical 
method that was used for the prediction modelling 
(ie, prevailing statistical or AI/machine learning 
techniques).

This paper describes the process for updating 
PROBAST-2019 to PROBAST+AI, presents the 
PROBAST+AI tool, and provides guidance on how to 
use the tool. PROBAST+AI harmonises the landscape 
of quality assessment of any type of prediction or 
classification model and algorithm in healthcare. 
Consistent with the TRIPOD+AI (Transparent Reporting 
of a multivariable prediction model for Individual 
Prognosis Or Diagnosis; www.tripod-statement.
org) reporting guideline,38 the + sign indicates that 
PROBAST+AI provides consolidated recommendations 
regardless of whether regression models or AI methods 
have been used.39 This nomenclature circumvents 
false dichotomies between statistical and AI (including 
machine learning) techniques. We also use the suffix 
+AI to the PROBAST acronym to be consistent with 
existing guidelines for studies broadly labelled as 

“involving AI,” with machine learning as the most 
prominent class of AI for prediction modelling in the 
healthcare domain (see box 1). PROBAST+AI is not only 
useful for assessing the applicability, quality, and risk 
of bias of prediction model studies when conducting 
a systematic review. It can also be used generally, 
by all key stakeholders (eg, model developers, AI 
companies, researchers, editors, reviewers, healthcare 
professionals, guideline developers, health policy 
organisations, and ethical review boards) in their 
critical appraisal, use, implementation, and uptake of 
prediction models in healthcare, without conducting 
an explicit systematic review (see table 1). Box 1 
provides a glossary of terms for key concepts used in 
the specialty of prediction modelling.

Development of PROBAST+AI
A working group with extensive experience in 
prediction model research (using statistical or AI/
machine learning methods), systematic reviews, and 
application of PROBAST-2019 was formed (KGMM, 
JAAD, TK, CAN, PD, LH, JBR, RDR, GSC, and MvS) to 
oversee the developmental process for PROBAST+AI. 
The protocol for updating PROBAST-2019 has been 
published41 and is also available on the Open Science 
Framework.42 On the PROBAST website (www.
probast.org) in August 2019, we announced a large 
international project comprising a series of systematic 

Box 1: (Contonued)

Model evaluation
Evaluating the predictive performance of a model by estimating, for example, its overall predictive accuracy (eg, Brier score), model discrimination 
(eg, C statistic), model calibration (eg, calibration plot, calibration slope), and clinical usefulness (eg, decision curve analysis). Evaluation types can 
include the assessment of the model’s apparent performance, internal validation performance, and external validation performance.
Outcome
The diagnostic or prognostic health state or value, or their probabilities that are being predicted. In machine learning, this is often referred to as the 
target value or response variable.
Predictor
A characteristic that can be measured or attributed at an individual level (such as age, sex, systolic blood pressure, disease stage), or group level 
(eg, country). A predictor is often referred to as a feature, input, independent variable, or covariate.
Risk of bias
The potential for a systematic error (bias) in the estimators of the model’s predictive performance for the target population. Bias can act in either 
direction, such that overestimation or underestimation of the true model performance might occur.
Data preprocessing
Typical preparatory step for predictors before data analysis. For example, transforming a continuous predictor or outcome, categorising or 
recategorising a predictor or outcome, or collapsing rare predictor or outcome categories.
Validation data
Validation data can have different meanings. Typically, in the medical literature these refer to data that are not used for model development (or 
training) but are only used to evaluate (validate) a model’s (predictive or classification) performance, often referred to as external validation. The 
differences between internal and external validation are explained above and in the main text. In the computer science literature, validation data 
typically refer to data that have been held back and used after the model development phase for parameter or hyperparameter tuning of the model, 
that will then go forward for a model’s predictive performance evaluation. To avoid any ambiguity and harmonise terminology, in this paper validation 
data refers to any data used to evaluate a model’s performance.
AI=artificial intelligence; PROBAST=Prediction model Risk Of Bias ASsessment Tool; TRIPOD=Transparent Reporting of a multivariable prediction model for Individual 
Prognosis Or Diagnosis.
*Definitions relate to the specific context of, and use of these terms in, PROBAST+AI and therefore are not necessarily applicable to other areas of research. Developed 
based on TRIPOD+AI statement by Collins et al.38
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reviews on the methodological (including risk of bias) 
and reporting quality of prediction models, including 
AI/machine learning based prediction models, 
published in the specialty of cancer as well as in 
the generic healthcare literature. Furthermore, after 
previous research on the interrater agreement with 
PROBAST-2019,43  44 we conducted a comprehensive 
study on the application of the tool.26 All these findings 
informed the update of PROBAST-2019.6 11 12 19-21 26 45 46  

These reviews consistently showed that most studies 
on AI based prediction models were poorly reported 
and poorly conducted, with both the development 
and the evaluation of such models rated at high risk of 
bias.6 11 12 45 46 Many factors contributed to this high risk 
of bias, including small sample sizes, poor handling of 
missing data, failure to deal with model overfitting, and 
lack of adequate assessment of predictive performance. 
The conclusions from these reviews were supported by 

Table 1 | Users/stakeholders, actions, and potential benefits of PROBAST+AI
Users/stakeholders Proposed actions Potential benefits
Academic institutions Promote or require adherence to PROBAST+AI by investigators 

developing, evaluating, assessing, or implementing prediction 
models
Provide training to early career researchers on the importance 
of methodological quality assessment, including requiring 
doctoral students to adhere to the quality criteria underlying 
PROBAST+AI

Enhances transparency in the design, analysis, and reporting of 
prediction model research
Improves quality, accountability, reproducibility, replicability, fairness, 
and usefulness of produced research
Avoids research waste

Researchers Adhere to quality criteria underlying PROBAST+AI when 
developing or evaluating prediction models

Improves methodological quality
Increases knowledge of the minimal quality criteria required and 
expected when performing a prediction model study
Improves accountability, reproducibility, replicability, fairness and 
usefulness of produced research
Avoids research waste

Systematic reviewers and  
meta-researchers

Use PROBAST+AI to assess quality, risk of bias, and applicability 
of prediction models

Can be used to assess study quality (eg, design, methods) and 
applicability of prediction models
Increases trust in research findings
Improves quality, accountability, reproducibility, replicability, fairness, 
and usefulness of published research

Journal editors Recommend or mandate authors to use PROBAST+AI and submit 
a completed methodological quality assessment as part of a 
systematic review/meta-analysis
Recommend peer reviewers to use PROBAST+AI to assess 
the methodological quality of prediction models for studies 
developing/validating a model

Improves understanding of journal requirements and expectations for 
prediction model publications
Increases efficiency of peer review resulting from improved author 
understanding of journal requirements for prediction model publications
Improves quality, accountability, reproducibility, replicability, fairness, 
and usefulness of published research

Peer reviewers Use PROBAST+AI to assess the methodological quality of 
prediction models

Improves efficiency of peer reviews
Facilitates and directs specific feedback to authors on where important 
details are missing

Commercial manufacturers of 
prediction models

Adhere to quality criteria underlying PROBAST+AI when 
developing or evaluating a particular prediction model

Improves methodological quality
Increases awareness of the minimal quality criteria required and 
expected when developing a prediction model
Improves accountability, reproducibility, replicability, fairness, and 
usefulness of produced models

Funders Recommend or mandate use of quality criteria established 
in PROBAST+AI by investigators when reviewing a grant for 
prediction model research

Increases usefulness and fairness of research findings
Reduces avoidable research waste due to inadequate methodological 
quality
Ensures that funded research can be used by others

Policy makers Use or promote PROBAST+AI to ensure research is 
methodologically sound

Ensures decisions to implement a prediction model are based on 
adequate methodology
Adds integrity for evidence based policy recommendations

Regulators Clinical reviewers use PROBAST+AI to assess adequate 
methodological quality for “software as medical device” 
regulatory submissions when the operating principle of the 
product is a prediction model

Aligns reported intended use with regulatory intended purpose
Aligns medical device regulatory review with pivotal investigational 
reporting
Encourages manufacturers to publish clinical investigation reports by 
encouraging one common standard

Healthcare professionals Verify whether a prediction model meets methodological 
standards and whether the model is applicable before 
purchasing or using a model to support clinical use

Improves understanding of the target population of a model and the 
clinical decision for which it is intended
Improves understanding of model predictions and awareness of 
limitations
Improves trust in research findings

Institutional ethical review boards Verify whether a proposal for a prediction model (study) meets 
the required methodological standards

Improves quality of prediction model development and evaluation 
studies

Patients, public, study 
participants

Understand and advocate use of PROBAST+AI by authors, peer 
reviewers, journals, and funders

Improves trust in research findings
Improves understanding of prediction model research
Promotes health equity considerations in research

Developed based on PROBAST-201919 20 and the TRIPOD+AI statement by Collins et al.38

AI=artificial intelligence; PROBAST=Prediction model Risk Of Bias ASsessment Tool; TRIPOD=Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis.
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many other prediction model reviews that have since 
been published.32 47-60

Generation of candidate domain and signalling 
questions
PROBAST-2019 was used as the starting point.19 20 It 
included 20 signalling questions across four domains: 
participants, predictors, outcome, and analysis. 
We anticipated that these domains and signalling 
questions would already largely apply to AI/machine 
learning based prediction model studies as well as 
regression based approaches.

In October 2020, we conducted a survey among more 
than 50 authors who had participated in an earlier 
living review on prediction models for covid-19.5 
Each of these authors had applied PROBAST-2019 
on multiple occasions, including on papers with AI/
machine learning based prediction models. The survey 
asked about their experiences of PROBAST-2019, its 
applicability to AI/machine learning based prediction 
model studies, suggestions for improvement or 
changes in wording of existing domains and signalling 
questions, and whether domains or signalling 
questions needed to be deleted or added. All 
suggestions and recommendations were harmonised 
into an initial list of 26 candidate signalling questions 
distributed over four risk of bias domains, then 
labelled as participants and data sources, predictors, 
outcomes, and analysis. The domains of participants 
and data sources, predictors, and outcomes each 
included an applicability subdomain. This initial list 
served as the basis for the first round of the online large 
scale Delphi survey.

Recruitment of Delphi participants
The PROBAST+AI working group identified 
participants from authors of relevant publications, 
through social media (eg, X, formerly Twitter), and 
based on personal recommendations of Delphi 
participants (snowballing recruitment). Participants 
were recruited covering all key stakeholder groups 
(table 1) from a range of settings (eg, university, 
primary care, hospital, biomedical journal, patient and 
non-profit organisations, and for-profit organisations), 
and bearing in mind geographical and other aspects of 
diversity.

Delphi process
We designed and shared the Delphi surveys 
electronically using the REDCap online platform 
(www.projectredcap.org), and later the Castor online 
platform (www.castoredc.com). Owing to a change 
within University Medical Centre Utrecht’s system, we 
needed to switch data capturing programs after the 
first round.

In the first round of the Delphi process, we asked 
for each of the initial 26 candidate items to be rated. 
For each signalling question, we asked participants 
whether they strongly disagreed, disagreed, neither 
agreed nor disagreed, agreed, or strongly agreed to 
its inclusion in the development of PROBAST+AI. 

Participants were also invited to comment on any 
domain or signalling question, and to suggest new 
items. For an item to be included, a level of agreement 
(response to strongly agree or agree) of ≥80% had to 
be achieved. For items that did not surpass the 80% 
threshold but were identified as essential, we checked 
whether a reformulation of the signalling question—
that is, based on received comments and expert 
opinion—led to a higher result in the next round. CAN, 
JAAD, and TK analysed the narrative responses, with 
agreement from KGMM, MvS, JBR, LH, GSC, RDR, and 
PD. After each round, we presented the aggregated 
quantitative results for agreement to the participants 
of the next round. Responses were anonymous.

Round 1
The first round was opened from 12 July to 12 
September 2021. Of 201 people invited to participate, 
95 completed the survey (see supplementary figure 
1). Panellists were based in various countries and 
represented six continents.

Round 2
The second round was opened from 20 January to 10 
March 2023. All participants who completed the first 
round were invited to the second round. Those who 
did not respond to the first round were reinvited. To 
improve diversity of the participants due to expertise 
(eg, experts in AI, algorithmic bias, or fairness) or 
geographical location, additional participants who 
were identified or recommended after the first round 
were also invited. These additional participants were 
identified by their participation in the development 
of TRIPOD+AI38 or had contacted us after some 
PROBAST+AI coauthors had advertised the survey 
through X (formerly Twitter). Of 294 people invited to 
participate in the second round, 144 responded to the 
survey, including 12 who provided partial responses 
(see supplementary information, figure 1 and table 1).

In the second round, participants were given a 
summary of and link to the aggregated ratings from the 
first round (available at doi:10.17605/OSF.IO/W3CFE). 
The second round included four domains, like those in 
PROBAST-2019 and the first round, although slightly 
reworded: participants and data sources, predictors, 
outcome, and analysis. Major changes to the previous 
round were the more explicit distinction between model 
development and evaluation of model performance, 
and the more distinguished focus on quality 
assessment (for model development) and risk of bias 
assessment (for evaluation of model performance) (see 
box 1). The number and type of signalling questions 
differed between model development (21 items) and 
model evaluation (22 items) (see supplementary 
table 2).

Round 3
The third and final round was opened from 11 May to 
7 July 2023. All participants who completed the first 
or second round were invited to take part in the third 
round. Those who did not respond to the previous 
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rounds were reinvited, as well as participants who were 
identified or recommended after these rounds. All those 
invited received the aggregated responses of the first 
two rounds. Of 299 people who received an invitation 
to participate in the third round, 131 responded to the 
survey (see supplementary information, figure 1 and 
table 1).

The list of signalling questions for the third round 
for the model development phase included the same 
four domains as for the second round, with 18 items for 
model development and 19 items for model evaluation 
(see supplementary table 2).

Consensus meeting
A hybrid consensus meeting chaired by KGMM, LH, 
JAAD, PD, RDR, and MvS was held on 17 October 2023. 
Of 29 participants invited to the consensus meeting, 
26 attended (see supplementary figure 1). Participants 
were identified to ensure a balanced representation 
of the key stakeholder groups and geographical 
and other aspects of diversity. In preparation for the 
final consensus meeting, KGMM, JAAD, TK, CAN, 
PD, LH, JBR, RDR, GSC, and MvS developed a pre-
final PROBAST+AI based on input from the Delphi 
survey rounds in several hybrid meetings. Ten days 
before the consensus meeting, participants were 
emailed a document containing a brief overview of 
PROBAST+AI, the format of and instructions for the 
consensus meeting, a summary of the aggregated 
responses from the last Delphi survey round, and the 
draft PROBAST+AI. The tool shared with the consensus 
meeting participants included four domains and 16 
signalling questions for quality assessment of model 
development, and the same four domains and 18 
signalling questions for risk of bias assessment of the 
model evaluation. Given the high endorsement for 
many items in the third round of the Delphi survey, we 

selected only a subset of 10 signalling questions for 
plenary discussion and voting during the consensus 
meeting. The 10 items had either undergone rewording 
after the third round or were new items introduced 
after that round.

PROBAST+AI
After the consensus meeting, the working 
group developed the final PROBAST+AI tool 
(see supplementary tables 3 and 4). The most 
noteworthy change in PROBAST+AI compared with 
the PROBAST-2019 tool20 was the more explicit 
distinction between signalling questions to assess 
the methodological quality of the process of model 
development versus assessment of the risk of bias in 
the evaluation of the model performance (see next 
section for a detailed rationale for this distinction). Box 
2 summarises noteworthy changes and additions to 
PROBAST-2019, such as this more explicit distinction 
between quality of model development and risk of bias 
in the model performance evaluation, as well as more 
explicit attention for algorithmic bias and fairness 
throughout the tool. Supplementary table 5 provides a 
more detailed comparison between PROBAST+AI and 
PROBAST-2019.

In summary (table 2 and supplementary tables 3 and 
4), PROBAST+AI includes four domains, 34 signalling 
questions (16 for model development, 18 for model 
evaluation), and six applicability items (three each for 
model development and for model evaluation). The 
first three domains share the same signalling questions 
for assessing either the quality of model development 
or the risk of bias in model evaluation. All domains 
focus on concerns of quality and applicability (for 
model development) and on concerns of risk of bias 
and applicability (for model evaluation). Domain 
1 (participants and data sources) covers issues 
related to the participants and data sources used for 
model development or model evaluation. Domain 2 
(predictors) covers the definition or measurement of 
predictors included in the development or evaluation 
of the prediction model, whereas domain 3 (outcome) 
covers the same aspects regarding definition and 
measurement of the outcome predicted. Domain 
4 (analysis) deals with data analysis methods and 
assesses aspects related to the choice of analysis 
method and whether key statistical considerations (eg, 
handling of missing data) were dealt with correctly. 
Domain 4 has five signalling questions to support 
the quality assessment for the model development, 
and seven to support the risk of bias assessment for 
model evaluation. Detailed information on all items 
is available in the Explanation and Elaboration Light 
document (see supplementary table 4). Supplementary 
table 5 shows the differences between PROBAST-2019 
and PROBAST+AI.

Assessment of quality (model development) versus risk 
of bias (model evaluation)
In PROBAST-2019,19  20 signalling questions for both 
model development and model evaluation could 

Box 2: Noteworthy changes and additions to PROBAST+AI
• Updated tool for assessing quality, risk of bias, and applicability that covers 

prediction model studies regardless of the modelling approach applied (eg, 
regression or AI/machine learning methods.

• A more explicit consideration of model development and evaluation of model 
performance as separate phases, with updated signalling questions.

• Distinguishes three types of model performance evaluation: apparent performance, 
internal validation, and external validation (see box 1).

• Particular emphasis on fairness and on algorithmic bias, to assess whether specific 
methods were used to ensure fairness and deal with algorithmic bias (see box 1). 
Aspects of fairness and algorithmic bias are embedded throughout the signalling 
questions of the four domains.

• Harmonisation of nomenclature between different specialties of expertise (eg, 
statistics, AI/machine learning, data science, epidemiology) (see box 1).

• Useful not only for assessing prediction model studies when the aim is to conduct 
a systematic review of prediction models, but also for appraising the applicability, 
quality, and risk of bias of one or more specific prediction models (eg, when 
developing healthcare guidelines, policy, or healthcare recommendations, or to 
make a decision on whether or not to use or implement a prediction algorithm into 
daily practice).

AI=artificial intelligence; PROBAST=Prediction model Risk Of Bias ASsessment Tool.
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be used to assess risk of bias—that is, systematic 
error in the estimate of the model’s true predictive 
performance. With PROBAST+AI, we clarified that 
assessments of model development rather address 
quality, whereas assessments of model evaluation 

address bias. The former assesses the quality of how 
a prediction model is developed (model development), 
whereas the latter addresses the risk of bias in the 
predictive or classification performance of a developed 
model (model evaluation).

Table 2 | Summary of step 3 (assessment of quality, risk of bias, and concerns about applicability) of PROBAST+AI
Participants and data sources Predictors Outcomes Analyses
Model development
Signalling questions*:      
  1.1 Were appropriate data sources used? 2.1 Were predictors defined and 

assessed in a similar way for all 
participants?

3.1 Were outcomes defined and 
assessed appropriately?

4.1 Was there evidence that the sample size was 
reasonable?

  1.2 Was an appropriate study design 
used?

2.2 Was any preprocessing of 
predictors similar for all participants?

3.2 Were outcomes defined and 
assessed in a similar way for all 
participants?

4.2 Were continuous and categorical predictors 
handled appropriately?

  1.3 Did the inclusions and exclusions 
of study participants result in a 
representative dataset?

2.3 Were predictor assessments made 
without knowledge of outcome data?

3.3 Were outcome assessments 
made without use or knowledge of 
predictor data?

4.3 Were participants with missing or censored data 
handled appropriately in the analysis?

  2.4 Were the predictors included in 
the model available at the time the 
model was intended to be used?

3.4 Was the time interval between 
predictor assessment and outcome 
assessment appropriate?

4.4 If methods to address class imbalance were used, 
was the model or the model predictions recalibrated?

  4.5 Were methods used to address potential model 
overfitting?

Quality†:
  Concern regarding quality of selection of 

participants and data sources
Concern regarding the quality of the 
predictors or their assessment

Concern regarding quality of the 
outcome or its determination

Concern regarding quality of the analysis

Applicability†:
  Concern that the data of the included 

participants do not match the review 
question or the assessor’s intended use 
of the prediction model

Concern that the definition, 
preprocessing, assessment, or timing 
of assessment of the predictors in 
the model do not match the review 
question or the assessor’s intended 
use

Concern that the outcome, its 
definition, assessment, or timing 
of assessment do not match the 
review question or the assessor’s 
intended use

Model evaluation
Signalling questions*:
 1.1 Were appropriate data sources used? 2.1 Were predictors defined and 

assessed in a similar way for all 
participants?

3.1 Were outcomes defined and 
assessed appropriately?

4.1 Was model evaluation based on only apparent 
performance avoided?

  1.2 Was an appropriate study design 
used?

2.2 Was any preprocessing of 
predictors similar for all participants?

3.2 Were outcomes defined and 
assessed in a similar way for all 
participants?

4.2 Was there evidence that the sample size was 
reasonable?

  1.3 Did the inclusions and exclusions 
of study participants result in a 
representative dataset?

2.3 Were predictor assessments made 
without knowledge of outcome data?

3.3 Were outcome assessments 
made without use or knowledge of 
predictor data?

4.3 Were participants with missing or censored data 
handled appropriately in the analysis?

  2.4 Were the predictors included in 
the model available at the time the 
model was intended to be used?

3.4 Was the time interval between 
predictor assessment and outcome 
assessment appropriate?

4.4 If methods to address class imbalance were 
used, was the evaluation done in a dataset without 
correction for imbalance?

  4.5 If data splitting was done to create training and 
test datasets, was there evidence that data leakage 
was avoided?

  4.6 If resampling methods were used to evaluate 
model performance, were all model development 
steps replicated in the resampling process?

  4.7 Was the predictive performance of the model 
evaluated appropriately—for example, calibration, 
discrimination, and net benefit?

Risk of bias†:
  Risk of bias introduced by the selection of 

participants and data sources
Risk of bias introduced by the 
predictors or their assessment

Risk of bias introduced by the 
outcome or its determination

Risk of bias introduced by the analysis

Applicability†:
  Concern that the data of the included 

participants do not match the review 
question or the assessor’s intended use 
of the prediction model

Concern that the definition, 
preprocessing, assessment, or timing 
of assessment of the predictors in 
the model do not match the review 
question or the assessor’s intended 
use

Concern that the outcome, its 
definition, assessment, or timing 
of assessment do not match the 
review question or the assessor’s 
intended use

Developed based on PROBAST-2019.19 20 For further details see the PROBAST+AI Explanation and Elaboration Light in supplementary table 4 and the PROBAST-2019 Explanation and 
Elaboration paper.19

AI=artificial intelligence; PROBAST=Prediction model Risk Of Bias ASsessment Tool.
*Answered as yes, probably yes, probably no, no, no information, or not applicable.
†Rated as low, high, or unclear.
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Model development is the actual process of 
constructing, producing, or manufacturing a 
prediction model, from data collection and study 
design to fitting the model on data and producing or 
fitting the final prediction model or algorithm. Each 
model is developed only once; it can be compared with 
the manufacturing or production of a medical test, 
device, or drug. When methodological weaknesses 
or shortcomings are present in the design, conduct, 
and analysis of a model development process, these 
might lead to a prediction model with less reliable 
or accurate predictions and weak predictive or 
classification performance when evaluated or applied 
to data from individuals other than those used for 
the model development.19  20 With PROBAST+AI, we 
introduced the concept of methodological quality (or 
simply quality) of the actual model development or 
production process: concerns about a lower quality of 
the model development process, as indicated by the 
signalling questions of the first part of PROBAST+AI 
should thus be seen as a red flag or raise concern about 
a poorly developed (manufactured) model.

Model evaluation is the process of estimating the 
model’s predictive performance—for example, in terms 
of calibration, discrimination, or net benefit. Although 
a prediction model is developed or manufactured only 
once, it can and ideally should be evaluated more than 
once on its predictive performance, in participant data 
not used for model development. In other words, a 
particular model has only one model development 
process (or study), but it can have multiple external 
evaluations or model evaluation studies. This process 
can also be compared to a medical test, device, or drug 
that is manufactured only once but can be evaluated 
on its accuracy or effectiveness multiple times. When 
methodological weaknesses or shortcomings in the 
design, conduct, and analysis of a prediction model 
evaluation are present, reported model performance 
estimates may systematically differ from the true model 
performance.19  20 Estimating model performance 
can be done in various ways (see box 1)19 24 38: using 
exactly the same participant data as that used for 
model development (ie, apparent performance); using 
some form of splitting, resampling, or cross validation 
technique on the data of the development set (ie, 
internal validation); or using different participant data 
from the development dataset (ie, external validation). 
Thus, the second part of PROBAST+AI assesses the 
risk of bias in the quantification or evaluation of the 
performance estimates of a prediction model (for 
each of the apparent, internal and external validation 
components, as relevant) by assessing the study’s 
design, conduct, and analysis using a series of 
signalling questions.

In the context of evaluating the performance of 
a prediction model, bias thus refers to systematic 
error in the estimates of the model’s true predictive 
performance.19  20 Bias can act in either direction, 
potentially leading to systematic overestimation 
or underestimation of the true prediction model 
performance. In the context of developing or 

manufacturing a prediction model, we cannot speak of 
the true performance of that model, and thus it is more 
appropriate to speak of quality than of bias. A poorly 
developed prediction model (ie, the development 
study was judged as having low quality) may likely 
have weak predictive performance—for example, small 
sample sizes used to develop models tend to result in 
lower discrimination performance when the model 
is evaluated or applied in data from new individuals. 
Models of lower quality may also be more susceptible 
to concerns about bias in the predictive performance 
of the model when evaluated in or applied to new 
participant data, but these need to be examined using 
the evaluation component of PROBAST+AI. 

Finally, bias must not be confused with imprecision, 
which arises when a model’s performance estimate is 
based on a small evaluation sample, leading to wide 
confidence intervals of the performance estimates.19

Potential users and the utility of PROBAST+AI
PROBAST+AI includes a formal tool for quality 
appraisal of the model development process, provides 
a formal tool to assess risk of bias of a model’s 
predictive performance, and enables an assessment of 
the applicability of a prediction model to the intended 
purposes of PROBAST+AI users. We emphasise that 
PROBAST+AI is not only useful for researchers, 
authors, and reviewers of prediction model 
(development or evaluation) studies but for anyone 
who wants to appraise the applicability, quality, and 
risk of bias of prediction models themselves (see table 
1). PROBAST+AI is thus also useful for researchers or 
medical technology or device manufacturers aiming to 
develop or evaluate a prediction model with or without 
accompanying software; healthcare professionals 
determining whether or not to implement a prediction 
model in their daily healthcare practice; health policy 
regulators and guideline organisations appraising 
prediction models for their clinical guidance, such 
as the World Health Organization, US Food and Drug 
Administration, and UK National Institute for Health 
and Care Excellence; journal editors, reviewers, and 
ethical review boards aiming to critically appraise 
prediction model studies; or others who want to judge 
the applicability, quality, and risk of bias of a prediction 
model for their specific context, situation, or purposes. 
Table 1 outlines potential users of PROBAST+AI, the 
different purposes for which the tool can be used, and 
their potential benefits.

Steps for using PROBAST+AI
PROBAST+AI can be used regardless of the modelling 
approach, prevailing statistical methods, or AI/machine 
learning techniques used for model development 
(see supplementary table 3). PROBAST+AI therefore 
supersedes PROBAST-2019.19  20 The PROBAST-2019 
Explanation and Elaboration document19 remains the 
comprehensive background document of PROBAST+AI 
and serves as an important pedagogical document 
to provide rationale and examples for most of the 
PROBAST+AI items. Moreover, supplementary table 4 
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provides an additional bullet point structure for each 
signalling question, including a brief explanation and 
elaboration (ie, Explanation and Elaboration Light) to 
facilitate implementation of PROBAST+AI. Differences 
in item scoring between traditional regression based 
models and models based on AI/machine learning 
techniques are, when needed, also described in the 
Explanation and Elaboration Light.

PROBAST+AI uses the same four steps as 
PROBAST-201919  20 (see supplementary table 3 for 
explanations).

Step 1: Specify the intended purpose of the 
prediction model assessment or prediction model 
systematic review
In accordance with PROBAST-2019,19  20 when using 
PROBAST+AI we advise specifying the purpose of the 
assessed prediction model. For this we recommend 
defining the PICOTS (Population, Index model, 
Comparator model, Outcome, Timing, Setting, and 
intended use of the prediction model) criteria as 
provided by the guidance of the Cochrane Prognosis 
Methods group (https://methods.cochrane.org/
prognosis/) and described in CHARMS (checklist for 
critical appraisal and data extraction for systematic 
reviews of prediction modelling studies61). Defining 
the PICOTS directly indicates the aim of the assessment 
or review of the prediction models.

Step 2: Classify the type of prediction model study
Prediction model studies can include model 
development or model evaluation, or both.19  20  38 
PROBAST+AI includes different signalling questions 
depending on the type of prediction model study. 
Therefore, we recommend that assessors and reviewers 
state whether they address model development only or 
model evaluation only, or both. Furthermore, model 
evaluation distinguishes between estimation of the 
model’s apparent performance, the internal validation 
performance, and the external validation performance 
(see box 1 for descriptions). When a publication 
focuses on updating a previously developed model, 
such as adding one or more new predictors, the model 
development part of PROBAST+AI should (also) be 
used. When a publication focuses on evaluating the 
performance of an existing model in other (external) 
participant data, only the model evaluation part 
should be used.

Step 3: Assess quality, risk of bias, and applicability 
of the prediction model for each domain
This step aims to identify areas where concerns about 
quality and risk of bias might be introduced in the 
prediction model study, or where concerns about 
applicability might exist.19  20 For each domain the 
quality (for model development) and risk of bias (for 
model evaluation) assessment comprises four sections 
(see table 2, also see supplementary tables 3 and 4 
for detailed guidance on use): Section 1—general 
information from the study or model to support 
answering the signalling questions of that domain; 

section 2—answering the signalling questions; section 
3—a judgment of concerns about quality (for model 
development) or risk of bias (for model evaluation) 
per domain; and section 4—rationale for the overall 
quality judgment (separately for the development) or 
risk of bias judgment (separately for the evaluation) of 
the prediction model.

As with PROBAST-2019,19  20 assessors can record 
any additional information used to answer the 
signalling questions in the box related to rationale 
for any judgment. Signalling questions are answered 
as yes, probably yes, no, probably no, no information, 
or, when appropriate, not applicable. Quality concerns 
(for model development) are judged as low, high, 
or unclear, and risk of bias (for model evaluation) is 
judged as low, high, or unclear. All signalling questions 
are phrased such that yes answers or probably yes 
answers indicate low concern for quality (ie, high 
quality) or low risk of bias. Any signalling question 
answered as no or probably no flags the potential for 
quality concerns or bias. Subsequently, assessors need 
to use their judgment to determine based on these 
answers whether the entire domain should be rated 
as low, high, or unclear quality concern (for the model 
development) or low, high, or unclear risk of bias 
(for the model evaluation). If a signalling question is 
answered with no, it does not automatically result in a 
high concern for quality or a risk of bias rating of the 
entire domain. The no information category should be 
used only when reported information is insufficient to 
permit a judgment. The not applicable category may be 
available for items that are not applicable for certain 
types of prediction models or situations. When the 
rationale for the overall domain judgment is recorded 
separately for the model development and for the 
model evaluation, the domain’s quality or risk of bias 
rating will be more transparent. This can also facilitate 
discussion among different reviewers or assessors who 
complete assessments independently.

The first three domains, in accordance with 
PROBAST-2019,19  20 also include assessment of 
concerns about the applicability of the prediction 
model (low, high, unclear) to the review question or 
to the assessors’ intended use of the assessed model. 
Applicability is defined as any concern that the 
included data of the participants and setting (domain 
1); or the definition, preprocessing, assessment, or 
timing of assessment of the predictors (domain 2); 
or the outcome definition, assessment, or timing of 
assessment (domain 3), do not match the prediction 
model review question or the assessor’s intended use 
of the model. Accordingly, applicability refers to either 
applicability of a study to the question of the reviewer 
(for example, when one conducts a systematic review 
of prediction model studies) or whether a particular 
developed or evaluated model is indeed useful for the 
intended use or purpose of the assessor. For example, 
a model can have a low concern for quality if data 
and participant selection were appropriate for the 
modeller’s intended purpose, but a high concern for 
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applicability if either does not match how the reviewer 
intends to use that model.

Step 4: Overall quality, risk of bias, and 
applicability judgment
The final step of the PROBAST+AI tool is similar to that 
in PROBAST-2019,19 20 in which the four domain ratings 
are combined into an overall judgment on the quality 
and applicability of the model for model development 
and separately on the risk of bias and applicability for 
model evaluation. This overall judgment is scored as 
either low, high, or unclear concern of the quality; low, 
high, or unclear risk of bias; and low, high, or unclear 
concern of the applicability. Step 4 in supplementary 
table 3 provides guidance on how to make an overall 
judgment on quality, risk of bias, and applicability, as 
well as the original PROBAST-2019 guidance.19 20

For example, a high overall concern of applicability 
(for both model development and model evaluation) 
indicates a limited or poor applicability of the scored 
model for the review question or the assessor’s intended 
use of the model, whereas a low overall concern of 
applicability indicates a good applicability of the 
scored model.19 20 Similarly, for the quality judgment 
of model development, an overall high concern 
indicates a low quality of the model development 
(production) process, whereas an overall low concern 
indicates a high quality of the model development 
process. And similarly for the risk of bias judgment of 
the model evaluation, a low risk of bias indicates that 
the reported estimates for model performance are valid 
(unbiased), whereas a high risk of bias indicates the 
performance estimates might systematically differ from 
the true model performance. For all three (ie, judgment 
of applicability, quality, or risk of bias), an unclear 
overall judgment indicates that reported information 
was insufficient to make an adequate judgment.

These overall judgments may sometimes involve 
changing or reclassifying an overall high concern to 
low concern (for quality of the model development 
process) or a high risk of bias to low risk of bias (for 
model performance estimates).19  20 For example, for 
the model evaluation part, if a model performance 
was evaluated without any external performance 
evaluation, domain 4 might have been scored as 
high risk of bias. If the model was (typically in that 
same study) developed (ie, fitted) on a large dataset 
and evaluated with some form of internal model 
performance validation, however, this high risk of bias 
might be changed to an overall low risk of bias rating, 
provided that the other three domains had low concern 
about quality and risk of bias.

Multiple PROBAST+AI assessments and extending 
answers from model development to model evaluation
When a study reports the development and evaluation 
of more than one prediction model, all domains 
should be completed for each distinct prediction 
model.19  20 The same publication may even address 
the model development process, its evaluation with 
apparent performance estimates, its evaluation with 

performance estimates after internal validation, and 
its performance evaluation with some form of external 
validation (see box 1 for explanations of terms). 

Also, the same report may describe the development 
and evaluation of a specific model combined with the 
evaluation of multiple other models. We recommend 
that a separate PROBAST+AI assessment is done for 
each model. If all this was done on the same dataset 
and using the same predictor and outcome definitions 
and measurements, however, the responses to the 
signalling questions in (notably) the domains of 
participants and data sources, predictors, and outcome 
would be the same for the model development and the 
model performance evaluations: the answers across 
the three domains can then easily be copied and 
pasted. However, if a prediction model was developed 
and external data sources were used for evaluation 
of its predictive performance, the responses for the 
first three domains could differ between the model 
development and model performance evaluations.

Notably, for studies only developing models, both 
parts of PROBAST+AI must usually still be completed 
since typically the apparent performance evaluation 
is also estimated—and (ideally) the internal validation 
performance as well. In these instances, the responses 
to the signalling questions (mainly in the domains 
of participants and data sources, predictors, and 
outcome) will be again the same for the development, 
apparent performance evaluation, and interval 
validation: accordingly, the answers across the three 
can be copied and pasted.

If in a study in which a prediction model was 
developed and external data sources were also used for 
evaluation of its performance, however, the responses 
for the first three domains (ie, participants and data 
sources, predictors, outcome) may differ.

Finally, a model evaluation study may only describe 
the evaluation of one or more prediction models that 
have been developed in other previously published 
development studies.19  20  38 In these instances, only 
the second part of PROBAST+AI needs to be filled in, 
although separately for each evaluated (validated) 
model, where often the responses to many signalling 
questions will likely be the same for each assessment 
and can thus be copied.

The signalling questions in PROBAST+AI are in 
a natural order similar to PROBAST-2019,19  20 as is 
roughly encountered when reviewing a prediction 
model report or study, although this may depend 
on journal formatting policies. The items and issues 
addressed by the domains and signalling questions of 
PROBAST+AI are the minimal and most essential items 
and issues to be assessed. Users can always assess 
additional aspects of a study to obtain a better view of 
the quality, risk of bias, or applicability of a prediction 
model.

Discussion
PROBAST+AI has been developed through a 
comprehensive, phased, and international consensus 
process with multi-stakeholders. It provides explicit 
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criteria for assessing the methodological quality, risk of 
bias, and applicability of studies or reports describing 
the development or evaluation of prediction models 
using any data analytical (ie, prevailing statistical or 
AI/machine learning) method. Notable changes in 
PROBAST+AI (see box 2) are a clear distinction between 
the concepts of quality in the model development 
process and risk of bias in the estimates of the model’s 
performance, and a more explicit emphasis on fairness 
and algorithmic bias throughout the tool, as described 
in the PROBAST+AI Explanation and Elaboration Light 
(see supplementary tables 3 and 4). PROBAST+AI is a 
direct extension and update of PROBAST-201919 20 (see 
supplementary table 5), and because of these specific 
changes and additions, PROBAST+AI may replace 
PROBAST-2019.

We illustrated that methodological quality of a 
model development or manufacturing process differs 
from a risk of bias assessment in the evaluation or 
quantification of the model’s performance. Assessors 
might have high confidence in the performance 
estimates (low risk of bias) from a well conducted 
evaluation of an initially poorly developed model (low 
quality). It is also possible that assessors are sceptical 
(high risk of bias) about the performance estimates in 
a poor evaluation study of a previously well developed 
model (high quality). We have emphasised that a 
single study might include a model development 
and several types of performance evaluations of 
that same model—that is, either using the same 
participant data for development and performance 
evaluation or using different (external) data for the 
performance evaluation.19  20  38 PROBAST+AI is to be 
used to assess both the methodological quality of a 
model development process and the risks of bias in the 
evaluated predictive performance estimates.

We further stress that with improved data 
infrastructures and thereby increasing availability 
of data that were not collected primarily for research 
purposes (eg, patient data from administrative 
registries, electronic health records, or other real world 
contexts), it has become more important to assess 
not only the methods used to develop or evaluate a 
prediction model but also the quality of the source of 
data and the inclusiveness or fairness of the relevant 
individuals in the dataset. Fairness in prediction model 
research is particularly important in healthcare, also or 
perhaps certainly when AI/machine learning methods 
are used to develop or evaluate the models.38 62 Fairness 
(see box 1) means that prediction models should be 
designed and used to avoid adverse discrimination 
against any group of individuals and not to perpetuate 
any inequities in healthcare provision and outcomes 
for patients or the general population.62 One important 
aspect of fairness is ensuring that the data used to 
develop or evaluate prediction models are diverse 
and representative. The STANdards for data Diversity, 
INclusivity and Generalisability (STANDING) Together 
initiative has developed standards for data diversity, 
inclusivity, and generalisability.36 This means that data 
sources should include information from individuals 

representing a diversity of characteristics, such as age, 
sex or gender, and race or ethnicity, as well as individuals 
with different health conditions or comorbidities and 
potentially from different geographical locations that 
are representative of the target population for which 
the prediction model is intended. If data used to 
develop the model are not diverse and representative, 
the resulting model may not be effective or fair and 
thus not applicable to those individuals for which 
the model is intended (by the assessor of the model). 
Furthermore, if data used to evaluate a model are not 
representative of the assessor’s target population, 
the estimates of predictive performance in particular 
subgroups could be misleading. PROBAST+AI has 
therefore stressed more explicitly aspects on fairness 
of the model development and evaluation throughout 
the four domains, to ensure due consideration is 
given during the appraisal of prediction models and 
prediction model studies. Although algorithmic bias 
and fairness assessments for the model development 
and model evaluation procedure are crucial, 
they should always be approached with caution. 
Algorithmic bias and fairness related issues may not 
be identified by exploratory data analysis alone. The 
ultimate assessment of algorithmic bias and fairness 
occurs when the model is deployed in daily healthcare 
practice.10

Conclusion
We anticipate that PROBAST+AI will help all 
stakeholders (eg, prediction model developers and 
companies, researchers, editors, reviewers, healthcare 
professionals, patients, ethical review boards, 
guideline developers, and health policy organisations) 
who encounter prediction models in the healthcare 
sector to understand and appraise the quality, risk 
of bias, and applicability of prediction models and 
prediction model studies. Using PROBAST+AI to 
guide the design and analysis of a prediction model 
development study or evaluation (validation) study, 
or both, should help to reduce research waste while 
improving the accuracy, effectiveness, generalisability, 
and appropriate use and fairness of prediction models 
in any healthcare setting or domain where prediction 
or classification plays a role, and regardless of the data 
analytical modelling (ie, prevailing statistical or AI/
machine learning) technique used.
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